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A 2007 WHO report indicated that neurological 
disorders—such as injury, spina bifida, stroke, en-
cephalitis, multiple sclerosis, Parkinson disease, 

and Alzheimer disease—affect up to 1 billion people 
worldwide.21 Unlike traditional approaches that stress ac-
commodation of the needs of the neurologically affected 
via drug interventions or intrusive and costly home or 
hospital care, neural engineering combines cutting-edge 
technologies to develop a proactive role in understanding 
more about how the nervous system works, in order to 
provide rapid, complete, and effective treatment, reha-
bilitation, and assistance. These technologies can allow 
patients to experience more freedom and independence 
in their daily lives than ever before.

The possibility of controlling electromechanical sys-
tems via neural signals opens up an enormous applica-
tion space. There is exciting potential to enhance people’s 
well-being: can we make paralyzed limbs usable again? 
Can we leverage early diagnoses of neural disease to 
prevent the onset? Can we use neural signals to operate 
remote robotic systems in dangerous, time-sensitive en-
vironments, thereby preserving human lives? And what 
about enhancing human capabilities? The military might 
want to use neural engineering to allow combat personnel 
to function at a higher level than the average human ca-
pabilities; others might want to enhance an elderly brain 

by allowing it to function like a young, healthy brain—
beyond what is possible by traditional therapy. Tech-
nologies such as these are not fantasy; they are already 
funded research.

Standard engineering and medical practices seek to 
ensure that neural engineering systems are safe for the 
patient to use. Neuroethics, on the other hand, strives to 
ensure that the therapies produced by neural engineering 
follow certain ethical guidelines and respect the sanctity 
of the individual.11 To date, neither of these approaches 
considers how a neural device might be appropriated 
to perform unintended actions that are unethical or un-
safe. In this paper we define “neurosecurity” and discuss 
related challenges that will arise as neural engineering 
technologies continue to evolve. In addition, we discuss 
why neurosecurity must be a critical consideration in the 
design of future neural devices.

Defining Neurosecurity
Computer security and privacy is a field within com-

puter science dedicated to the design and engineering of 
technologies so that they behave as intended, even in the 
presence of malicious third parties who seek to compro-
mise the operations of the device. These malicious par-
ties are often called hackers, attackers, or adversaries. 
Three of the standard goals in computer security are con-
fidentiality, integrity, and availability: an attacker should 
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Abbreviation used in this paper: DBS = deep brain stimulator.

Unauthenticated | Downloaded 12/25/23 12:26 PM UTC



T. Denning, Y. Matsuoka, and T. Kohno

2                                                                                                                      Neurosurg Focus / Volume 27 / July 2009

not be able to exploit the properties of a device to learn 
private information (confidentiality); an attacker should 
not be able to change device settings or initiate unauthor-
ized operations (integrity); and an attacker should not be 
able to disable a device altogether and render it ineffective 
(availability). We define neurosecurity as the protection 
of the confidentiality, integrity, and availability of neural 
devices from malicious parties with the goal of preserv-
ing the safety of a person’s neural mechanisms, neural 
computation, and free will.

Neurosecurity is not a critical concern for current 
neural engineering devices, which have limited deploy-
ment outside of research environments or are self-con-
tained systems; however, unless appropriate safeguards 
are considered early in the design of the neural devices 
that will be deployed within 5–20 years, security and pri-
vacy concerns could become critical. We view it as the 
community’s responsibility to assess and develop tech-
nical approaches for mitigating these threats—before 
any serious risks manifest. We base our argument on 
several facts. First, security vulnerabilities have already 
been found in implanted medical devices. In our past 
research, we experimentally demonstrated that a hacker 
could wirelessly compromise the security and privacy of 
a representative implantable medical device: an implant-
able cardiac defibrillator introduced into the US market 
in 2003. Specifically, our prior research found that a 
third party, using his or her own homemade and low-cost 
equipment, could wirelessly change a patient’s therapies, 
disable therapies altogether, and induce ventricular fibril-
lation (a potentially fatal heart rhythm).10 Although we 
only conducted our experiments using short-range, 10-
cm wireless communications, and although we believe 
that the risk of an attack on a patient today is very low, 
the implications are clear: unless appropriate safeguards 
are in place, a hacker could compromise the security and 
privacy of a medical implant and cause serious physical 
harm to a patient.

We believe that some future hackers—if given the 
opportunity—will have no qualms in targeting neural de-
vices. We have already seen examples of malcontents and 
vandals using computers in an attempt to cause physical 
harm to patients: in both November 2007 and March 2008 
individuals placed flashing animations on epilepsy sup-
port websites, causing some patients with photosensitive 
epilepsy to experience seizures.9,17 In the context of a neu-
ral device, there is an added risk that these vandals can 
take advantage of neural plasticity to make longer-term 
alterations to a person’s neural computation. There have 
also been cases of illegal self-prescription in which pa-
tients tried to use their own implantable medical devices 
to cause themselves harm.1 Patients with neural devices 
may self-prescribe in an attempt to enhance their perfor-
mance, increase their level of pain relief, or overstimulate 
the reward centers in the brain.

Our stance is based on the experiences of the comput-
er security community in other domains. The Internet is a 
prime example of the consequences of designing a system 
without giving due consideration to security and privacy: 
the Internet was created in simpler times. Its creators and 
early users shared a common goal—they wanted to build 

a network infrastructure to hook all the computers in the 
world together so that as yet unknown applications could 
be invented to run there. All the players, whether design-
ers, users, or operators, shared a consistent vision and a 
common sense of purpose.5

When the Internet was originally designed and built 
as a research project, security was not a critical concern. 
Yet, as we all know, security concerns on the Internet are 
now a daily issue. Furthermore, because the Internet was 
not originally designed with security in mind, it is incred-
ibly challenging—if not impossible—to retrofit the exist-
ing Internet infrastructure to meet all of today’s security 
goals. Realizing this, the National Science Foundation 
initiated a major long-term research initiative targeted 
at creating a new, global Internet, predicated on the as-
sumption that the best solution may be to start over from 
scratch, incorporating security into the system’s design 
from the beginning.7 We have seen similar situations arise 
in other contexts, such as electronic voting.12

We are at a similar stage in the evolution of neural 
engineering as we were at the Internet’s inception: neuro-
security is not an issue today, but it could be an important 
concern in the future. The consequence of a neurosecu-
rity breach can be far worse than a breach in the Internet’s 
security; instead of protecting the software on someone’s 
computer, we are protecting a human’s ability to think 
and enjoy good health. Rather than wait for these con-
cerns to manifest—at which point it may be too late to 
retrofit security into mature designs—we must begin to 
consider neurosecurity now.

Exploring Neurosecurity
We expect neural devices to follow several techno-

logical trends that will—if realized—serve to increase 
neurosecurity risks. The first trend is the use of wireless 
communications. Existing implantable medical devices, 
such as the latest generation of pacemakers and implant-
able defibrillators, can wirelessly send and receive sig-
nals up to a range of 5 m. Wireless communications are 
a valuable convenience in clinical settings and surgical 
environments. In the home, these implantable devices 
can connect to a wireless bedside monitor and provide 
nonintrusive monitoring while the patient sleeps. Wire-
less communication capabilities for neural devices are 
similarly attractive.19 Some of the neural devices that are 
being developed in research labs today can already con-
nect wirelessly to external computers. It is easy to imag-
ine that it might also be desirable to set up home moni-
tors for patients with neural devices. In the future we can 
also expect multiple implants within a patient’s body to 
be wirelessly interconnected; for example, neural signals 
from the motor cortex could be wirelessly transmitted to 
a robotic prosthetic leg. Another trend is the increase of 
complexity: as the components used in neural systems 
become more complex, more integrated, and influence a 
larger set of neurons, it will become harder to identify 
and defend against all potential security vulnerabilities.

To ground this discussion, we give several examples 
of how neurosecurity concerns could manifest in neural 
devices. We present examples from the forefront of to-
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day’s neural engineering research and discuss how they 
might be subject to neurosecurity concerns. We wish to 
stress that the neurosecurity issues we identify below are 
based on current hypotheses of how these devices may 
evolve over time. For each of the technologies below, we 
give examples of how they relate to the 3 tenets of neuro-
security: confidentiality, integrity, and availability.

Prosthetic Limbs
Significant innovation is occurring in the realm of 

neurally controlled prosthetic limbs.3,4,13,14,18,20–23 We hy-
pothesize that future prosthetic limb systems will allow 
physicians to connect wirelessly to a neural implant to 
adjust settings. These future systems must guard against a 
hacker trying to hijack these signals to take control of the 
robotic limb or give erroneous movement feedback to the 
patient (integrity). The attacker does not need to be near 
the patient—the attacker only needs to have attack hard-
ware placed near the patient. The attacker could also in-
fect the patient’s biotech components with a digital virus. 
The patient can also be the attacker and try to modify the 
settings on his or her own prosthetic limb—perhaps with 
the intention of overriding mechanical safety settings to 
gain extra strength or interfering with limb feedback to 
eliminate the ability to sense pain. 

These prosthetic systems must also guard against 
hackers trying to prevent the patient from using the limb, 
particularly since this can occur while he or she is run-
ning, driving, or climbing stairs (availability). In addition, 
these systems should prevent a hacker from remotely 
eavesdropping on the wireless signals and collecting 
private information about the patient’s activities (confi-
dentiality). Such confidentiality attacks could range from 
learning what keys a person’s prosthetic limb is typing 
on a keyboard to a person’s intended movements—before 
those movements have taken place.

Deep Brain Stimulator 
Some neural engineering devices are designed to 

stimulate regions of the brain itself. Current-generation 
DBSs have had success treating Parkinson disease, 
chronic pain, and other medical conditions.6,8,16 The secu-
rity vulnerabilities in today’s devices are probably mini-
mal; however, as future DBSs become more ubiquitous, 
technologically capable, and address broader clinical 
needs, neurosecurity will become a more pressing issue. 
For example, patients may attempt to self-prescribe el-
evated moods or increased activation of reward centers 
in the brain, whereas hackers may attempt to program the 
stimulation therapy maliciously (integrity). The hacker’s 
strategy does not need to be too sophisticated if he or 
she only wants to cause harm; it is possible to cause cell 
death or the formation of meaningless neural pathways by 
bombarding the brain with random signals. Alternatively, 
a hacker might wirelessly prevent the device from operat-
ing as intended (availability). We must also ensure that 
DBSs protect the feelings and emotions of patients from 
external observation (confidentiality). Furthermore—if 
he or she is receiving treatment for a socially sensitive 
condition such as depression—a patient might also want 

to prevent a wireless hacker from detecting the presence 
of the DBS.

Cognitive Function Augmentation
Another branch of neural engineering research reha-

bilitates cognitive function by using neural engineering to 
bridge damaged brain tissue; an example of this is mem-
ory augmentation.2 Several neurosecurity concerns may 
arise as these technologies transition from research stud-
ies to real deployments in patients with Alzheimer and 
other diseases. A hacker should not be able to alter the 
settings of the device wirelessly to stimulate the brain in 
an unsafe manner or to interfere with the normal forma-
tion of memories (integrity); for example, a hacker should 
not be able to cause disproportionately intense memories 
or cause unimportant things to become long-term memo-
ries. As noted above, the plasticity of the brain can cause 
spurious electrical signals to make long-term alterations 
to the brain’s normal function.

Because these technologies will be intimately con-
nected to a patient’s cognitive functions, we must ensure 
that future technological advances do not unintentionally 
jeopardize the privacy of an individual’s mind (confiden-
tiality). For example, if it is possible to determine whether 
a patient is familiar with something by wirelessly eaves-
dropping on the implant’s signals, then neurosecurity 
dictates that the implant should be designed to conceal 
this information; otherwise, the patient could be forced 
to reveal potentially private information. Last, we must 
ensure that a hacker cannot simply disable the device, 
thereby causing unexpected gaps in a patient’s memory 
(availability).

Conclusions
Cutting-edge neural devices are being tested to gauge 

their ability to withstand physical perturbation;15 it is now 
time to consider their ability to withstand security pertur-
bation. Our interest in neurosecurity is not to protect the 
clinical devices of today, where patient risk is low, but to 
assure that neural devices are designed to withstand fu-
ture risks. Without such foresight and attention, we worry 
that unexpected but serious neurosecurity issues may 
arise with future neural devices. In this paper we define 
neurosecurity and introduce some key concepts that may 
shape the area.

Neurosecurity will probably face technical chal-
lenges that are dramatically different from those of tra-
ditional computer security applications. It is easy to ask a 
computer user to make security decisions in response to 
pop-up windows; in contrast, it would be difficult to ask 
the users of neural devices to make rapid meta-decisions 
about their own brains. Furthermore, the consequence of 
a breach in neurosecurity—where human health and free 
will are at stake—is very different from a breach in com-
puter security, where the victim is a computer on a desk. 
Due to the elegant yet little-understood plasticity of the 
neural system, changes made by hackers could have ir-
reversible effects on human performance and cognition. 
By focusing on neurosecurity issues early, we hope to en-
sure that future neural devices are not only safe, effective, 
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and ethically designed, but that they are also robust in the 
face of adversaries attempting to co-opt their operations 
to perform unintended, unsafe actions.
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